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ABSTRACT 

Staff assignment is one of the major problems in many lines of business.  

Knowing that the human being is one of the most expensive and demanding resources, 

efficient personnel employing becomes significant. Simulation techniques can help 

accomplish effective staff assignments.   

The aim of this thesis is to create a simulation tool by using a prototypical model 

of the computer system specialist non-commissioned officers’ jobs on a Turkish Air 

Force Base, and to identify the effective factors on computer specialist shortage problem. 

This aim is accomplished by using event graph and discrete event simulation techniques 

for modeling purposes, and Simkit and Viskit for implementing the created model into 

simulation code.   

After evaluating the simulation results from an experiment involving fifteen input 

factors, it was concluded that the staff shortage problem can be addressed by using this 

study after updating the parameters used in the model to reflect the most recent 

distributions. On the other hand, increasing the number of personnel is not the only 

solution for addressing the problem. There are some other ways suggested by the study to 

improve the measure of effectiveness values, such as increasing the number of cars that 

are assigned to repair personnel, reducing logistic delay times, or increasing the inter-

arrival times for computer and network failures. There are different setups or 

combinations of the factors that are capable of solving the staff shortage problem, and the 

most cost effective one can be decided after doing a trade-off analysis. 
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DISCLAIMER 

The reader is cautioned that computer program developed in this research may not 

have been exercised for all cases of interest. While every effort has been made, within the 

time available, to ensure that the programs are free of computational errors, they cannot 

be considered validated. Any application of these programs without additional 

verification is at the risk of the planner. 
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I. INTRODUCTION 

A. BACKGROUND AND MOTIVATION 

Over the centuries, humans have been obliged to make the best possible decision 

in the most effective way by running through all the choices.  Why has arriving at the 

best decision been so important? The primary answer to this question is that scarce 

resources must be used in the most effective way to get the most beneficial results. 

In the past, some decision maker’s duties were not as hard as they are today 

because the world was not globalized yet and the options were less varied and 

sophisticated than current ones.  Resource utilization decisions could often be made after 

considering only a small number of factors, the results of which had been tried before and 

were well known.  A little experience on the job and knowing how to leverage that 

experience was usually enough for satisfactory results.  Moreover, the negative impacts 

of the wrong decisions were not generally as important as today’s and mistakes were easy 

to recover from and correct. 

However, the importance of making accurate decisions has been augmented by 

the growing relationships among countries and companies worldwide, as well as 

developing technologies.  As a result of these relationships and technologies, research 

utilization problems have increased and became more complex; more importantly, the 

impacts of potentially wrong decisions have begun to result in losses that may not be 

easily recovered from.  

This has not only been the case for the civilian sector but also for the armed 

forces, as well.  Commanders have begun to arrive at their critical assessments based not 

only on their own experiences, but also with the advice of the combat analysts working 

for them.  These analysts often use simulation methods to evaluate the variables among 

all factors and aspects to inform and support their commanders’ decisions. 

 

 



 2

We could just use mathematical methods (analytical solutions) to evaluate and 

make decisions about systems if the systems were not as complex as today’s are.  

However, many real world problems today are not simple enough to use analytical 

methods; therefore, simulations must be used (Law, 2007). 

So far, the importance of the simulation has been mentioned.  From this point on, 

the aim of this research will be explained. 

Many people have been faced with real or perceived personnel shortages, and 

have even aired their complaints amongst colleagues.  Moreover, they may also have 

claimed (to colleagues or supervisors) that they have to work harder than normal to cover 

these personnel shortages.  These concerns and claims may be correct in some way.  

Knowing who allocates personnel to the staff, and how, is important.  Do the people in 

charge of determining the staffing levels use scientific methods? 

For many lines of business, the answer is yes.  Unfortunately, for the Turkish Air 

Force, modeling and simulation techniques have not been used at a satisfactory level.  

One aim of this thesis is to show that these scientific techniques can be used to evaluate 

the influential factors and obtain more precise personnel assignments. 

This thesis will focus on the benefits of determination the number of computer 

specialist non-commissioned officers (NCOs) needed on a base.   It is commonly thought 

throughout the Turkish Air Force communication battalions that there are not enough 

NCOs to carry out computer and network maintenance and repair duties due to 

developing technology and new systems acquisition. 

B. RELATED RESEARCH 

One staff assignment simulation tool is explained below.  It is a thesis research 

also made by another Turkish Air Force Officer. Basically, it uses discrete-event 

simulation techniques to determine the required number of personnel to carry out the 

given tasks. 
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In this research example, Azimetli (2008) intended to find the number of pilots 

necessary to meet the increased manpower requirements associated with the introduction 

of Low-Altitude Navigation and Targeting Infrared for Night (LANTIRN) systems at 

Turkish Air Force bases (Azimetli, 2008).  LANTIRN systems add the capability of 

flying during night conditions.  While this capability dramatically increases the 

effectiveness of a jet base by providing night flights, it also entails more human 

resources.  Therefore, the Turkish Air Force requested a simulation tool to decide how 

many more pilots were needed to carry out both day and night missions.  This simulation 

tool is able to determine the number and composition of pilots under certain conditions.  

Here, composition means the number and proportions of pilots based on flight positions, 

LANTIRN and MANTIRN categories, and IFR weather categories.   

Aside from the category of personnel (computer specialist NCOs rather than 

pilots), the main difference of this research from the work by Azimetli (2008) is that we 

use the personnel number as an input factor, where he obtained it as the output of the 

simulation.  

C. RESEARCH QUESTIONS 

This thesis research will attempt to answer the following questions: 

1. Is the number of the computer specialist NCOs on a Turkish Air Force 

base large enough to allow them to carry out the duties assigned to them?  

2. If, indeed, there is problem in performing the jobs due to a shortage of 

personnel, then is increasing the number of computer specialist NCOs really the only 

option?  Or, are there any other actions that could be taken to address the problem, such 

as increasing the number of cars which are used for transportation or decreasing the 

logistic delay time for carrying out the assigned duties? 
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D. THE SCOPE OF THE THESIS 

This thesis provides an example of the modeling and analysis process for 

evaluating the computer repair activities at an air force base.  The model is based closely 

based on actual data and operations.  The analysis shows how the number of computer 

specialist personnel required for an air force base can be determined, and it also 

illustrates how an analyst can assess whether or not increasing the number of personnel is 

the only solution.  

E. METHODOLOGY 

The methodologies used in this thesis are listed below: 

1. Event graphs and discrete-event simulations will be used to visualize the 

duties and explain how events are connected to each other. 

2. Both Simkit and the visual version of it, Viskit, will be used to implement 

the event graphs as Java codes. 

3. The Nearly Orthogonal Latin Hypercube (NOLH) will be used to build the 

experimental design. 

4. After running the simulation according to the design points created by 

NOLH, the results of the simulation will be analyzed by the statistical analysis software 

tool, JMP. 

F. BENEFITS OF THIS STUDY 

This study aims to show that increasing the number of staff is not the only way to 

address personnel shortfall problems in many areas, especially in the Turkish Armed 

Forces.  As a matter of fact, it should be considered as the last alternative, after 

eliminating all other improving factors. 

Why is it so important to think twice before increasing the number of personnel? 

The underlying reason for this is the fact that a human being is the most expensive 

resource in the world.  Moreover, the job tasks require a lot of training, time, and effort 

before a person is ready for the job.  
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In Chapter II, the methodologies and modeling tools that are used in this thesis 

will be explained.   A detailed description of the model event graphs and model 

assumptions appears in Chapter III.  Chapter IV contains descriptions of the factor 

settings and design-of-experiment process used to run the simulation.  Analytical results 

obtained after running the simulation appear in Chapter V, followed by a brief 

conclusions chapter. 
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II. MODELING TOOLS 

This chapter gives brief descriptions about the meaning of some key terms, such 

as system, model and simulation.  It also explains the Discrete Event Simulation (DES), 

event graph methodology, and finally the Viskit software used to create the model. 

A. DEFINITIONS OF SYSTEM, MODEL AND SIMULATION 

“A system is defined to be a collection of entities, e.g., people or machines, which 

act and interact together toward the accomplishment of some logical end” (Law, 2007). 

It is generally desirable to use the system itself to find a solution for its problems.  

However, using the system itself may not be cost effective, because it may be difficult to 

try different combinations of  feasible solutions and different combinations of solutions 

may not be tried easily.  Instead, a simulation of the system can be used and, that may 

give enough insight into solving the problems.  First of all, a model of the system should 

be created to simulate the system.  But what does a model mean? A model can be defined 

as the representation of a system used to study it (Law, 2007). 

There are two types of models—physical and mathematical.  As Figure 1 shows, 

either a mathematical model or a physical model can be used to simulate a system.  Also, 

as its name suggests, mathematical models differ from physical ones by using the 

mathematical representations of the components of the system and the relationships 

between them. 
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Figure 1. Ways to study a system (From Law, 2007) 

Because a simulation is just a mathematical representation of the actual system, 

some key parameters should be defined first.  For models of queuing systems, such as 

manufacturing plants or repair facilities, these parameters can usually be identified as 

distributional parameters of service times, repair times, and arrival times, as well as the 

number of servers (such as machines or personnel) or other resources.  

Parameter estimates can be obtained by gathering and examining actual system 

data, or from subject-matter experts.  Concluding this examination phase, empirical 

distributions can be used or suitable distributional models can be derived.  After 

completing all of these efforts, questions such as, “What would happen if it were like 

this?” can be answered by varying the decision factors.  This way, not only can the 

performance of existing systems be increased, but the systems that are still in the 

planning phase can also be designed to operate more effectively.  Simulation technology 

holds tremendous promise for reducing costs, improving quality, and shortening the time-

to-market for manufactured goods (McLean & Leong, 2001), and similar benefits are 

possible for improving repair facility operations. 
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A simulation can be defined as deterministic or stochastic according to its 

inclusion of randomness.  Deterministic simulations have no randomness in them, thus if 

the inputs are held constant, the resulting outputs are always the same.  They do not 

change from one run to another.  In this thesis, a stochastic simulation will be used.  This 

means that each combination of inputs must be replicated (that is, run several times), and 

the output will be analyzed using statistical techniques. 

As mentioned above, simulation is a technique to create realistic models of the 

systems to assist in a decision-making process.  Once an appropriate model has been 

constructed, running the simulation on a computer and then using statistical tools to 

evaluate the results can lead to useful insights.  By using a well-designed experiment to 

specify an appropriate set of simulation runs, the analyst can gain these insights much 

more quickly and effectively than by using a trial-and-error approach. 

B. DISCRETE-EVENT SIMULATION 

Law states that the discrete-event simulation paradigm models a system as it 

evolves over time by a representation in which the state variables change instantaneously 

at separate points in time (Law, 2007). 

The state variable changes are caused by the events, which occur at discrete times 

(Schriber & Brunner, 2005).  For example, the number of personnel in a computer repair 

center is a state variable that increases after a computer is repaired.  Likewise, when a 

specialist grabs a malfunctioning computer for repair, this decreases the number of 

available personnel by one. 

1. Components of the Discrete-event Simulation 

The following components are used in most real-world problems, independent of 

their kinds (Law, 2007). 

a. System State  

As mentioned earlier, some variables change at discrete times during the 

simulation.  So, the system state represents the complete set of all state variables’ 

conditions at a given time.  
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b. Events and Parameters 

An event is defined by Law as an “instantaneous occurrence that may 

change the state of the system (Law 2007).”  As mentioned earlier, a “repair event” may 

increase the numbers of computers and computer repair personnel available. 

Parameters are constants and do not change when the simulation advances.  

In other words, they do not have states.  For instance, the mean time that passes to repair 

a computer is a parameter and it does not change, like state variables, when events occur.  

Note that in a stochastic simulation, even though the mean repair time parameter is 

constant, the actual repair time is typically a randomly generated value from a 

distribution with this mean.  Normal, uniform, and exponential distributions are often 

used for modeling purposes.  

c. Event Lists  

State variables change when an event occurs.  However, changing the state 

variables is not the only job of an event—they also schedule other events in the 

simulation.  Therefore, there is a need to keep track of the upcoming events to be 

executed when it is their turn.  The event list does this job, and shows the sequence of 

events to be executed.  For instance, in the computer repair center example, an “end 

repair” event may add a “start repair” event to the list if the necessary conditions are 

satisfied—that is, if there are more computers to be fixed. 

C. EVENT GRAPHS 

“Event graphs are a way of graphically representing discrete-event simulations” 

(Schruben, 1983). These graphs are also known as simulation graphs (Schruben & 

Yücesan, 1988).  This event graph methodology is used in many discrete-event 

simulations.  

There are two main reason for using event graphs for representing problems.  

These are simplicity and, despite their simplicity, their power to represent even complex 

problems (Buss, 1996). 
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An event graph consists of nodes and edges.  Events are represented as the nodes 

(here, shown as circles) in the event graph.  As stated before, each event may consist of a 

state transition.  Each edge corresponds to scheduling another event.  Also, each edge 

connector may or may not have a boolean variable that controls the execution of the other 

events. 

As stated before, the advantage of event graphs is their simplicity.  After 

understanding the basic concepts, it is not difficult to model more complex systems.  For 

instance, Figure 2 shows the basic structure of event graphs.  Events and state transitions 

are showed as circles.  Arrows are used to schedule other events.  The notation “t” 

represents the delay time between two events.  Finally, a wavy line shows the condition 

that should be obtained to schedule another event.  Figure 2 can be interpreted as follows: 

“the occurrence of Event A causes Event B to be scheduled after a time delay of t, 

providing that the condition (i) is true (after the state transition for event A has been 

made) (Buss, 1996).”  If there is no condition and no delay, Event B is always executed 

without any delay when Event A is executed. 

 

Figure 2. Fundamental event graph construct (From Schruben, 1983) 

 

Figure 2 represents the basic construct for event graphs but, in reality, this may 

not be enough.  Some enhancements should be introduced to deal with more complex 

problems. Two of the important enhancements are “passing attributes to events on 

scheduling edges” and “event-cancelling edges” (Buss, 1996).   
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1. Passing Attributes on Edges 

With this feature, it is possible to pass attributes from one node to another.  For 

example, an attribute can be a failure entity and may need to be passed for the calculation 

of time in the system.  The only difference between Figure 1 and Figure 2 is the added 

attribute k. 

The interpretation of Figure 3 is, “when event A occurs, A’s state transitions are 

made and expression k and condition (i) evaluated.  If condition (i) is satisfied, then event 

B is scheduled to occur after a delay of t time units with parameter j set equal to the 

computed value of k (Buss, 1996).” 

 

Figure 3. Passing attributes on edges (From Schruben, 1995) 

 

2. Cancelling Edges 

This enhancement deals with situations such as a scheduled event that needs to be 

removed from the event list (Schruben, 1983). For this study, the most significant 

example of this requirement would be customers waiting in a queue for some time but 

then leaving without getting service in their scheduled time. This feature is represented 

with the dashed arrows in the event graphs. 

D. VISKIT 

The previous sections explained the modeling of a problem with event graphs and 

the underlying techniques to fulfill this job. 
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Now it is time to implement these previously created event graphs into simulation 

code and obtaining the statistical results after running that code.  This can be done using 

the component-based simulation Java package called “Simkit” written by Prof. Arnold 

Buss (Buss, 2002). 

In this first version of Simkit, the simulation modeler had to interact with Simkit 

at the Application Programmer Interface (API) level (Buss, 2002).  However, with the 

new version, a graphical interface has been provided for creating the simulation easily 

and more intuitively.  This version is called “Viskit.” 

“Viskit is a graphical front end for creating, editing, and composing DES 

simulation models using event graphs and the Listener Event Graph Objects (LEGO) 

framework” (Buss, 2007).  

1. Event Graph Editor 

The event graph editor is used to draw the components of the model prepared as 

event graphs.  Basically, the same types of shapes and arrows are used in Viskit as those 

just described for representing event graphs.  This makes the implementation phase 

easier. 

The event graph editor has four main sections: a palette to draw the event graph 

by using the nodes and arrows provided as a separate section above, a section for defining 

the state variables, a section for defining parameters, and, finally, a panel named “Code 

Block” that adds more functionality and flexibility into event graphs.  A screenshot of the 

event graph editor is provided in Figure 4. 
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Figure 4. A screenshot from the Viskit event graph editor 

 

a. Node (Event) Inspector  

Figure 5 shows the node inspector used to input the data associated with 

the node (Buss,  2007).  Simply, these are the modifications that can be done for a node: 

(1) Changing the name of the node, 

(2) Adding a description, 

(3) Implementing event arguments, local variables, and state 

transitions, 

(4) Implementing a code that is needed to run when this node 

is executed. 
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Figure 5. Viskit node inspector 

 

b. Edge Inspector  

The edge inspector shown in Figure 6 is used to input information about 

the edges: 

(1) Adding a description, 

(2) Defining a conditional expression, 

(3) Providing a time delay that can be either a fixed value or a 

random variable. Random variable is defined as a parameter and an 

instance of it got for the time delay. 
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Figure 6. Viskit edge inspector 

 

2. Assembly Editor 

After creating the event graphs by using the event graph editor, it is now time to 

link those components to each other, and, finally to provide a way to gather any statistics 

or state values of interest, such as mean values and counts.  This is done on the Assembly 

Editor, an example of which is shown in Appendix A. 

As previously mentioned, the model is divided into small reusable pieces and 

drawn by using the event graph editor.  Therefore, components should be connected to 

each other to make an event that will trigger the connected element in another 

component.  To achieve this functionality, Viskit provides mechanisms called “listeners” 

and “adapters.” 
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The first mechanism is the “listener.”  To use the “listener pattern,” there should 

be identical (in both name and signature) event nodes in both components (Buss, 2009).  

When an event occurs within a source, that event triggers the same event in the listener 

component. 

The second mechanism is the “adapter pattern.”  In this mechanism, there is no 

need for the events in the source and listener components to be the same.  Instead, when 

an “adapter” is used, the source and listener events should be entered explicitly by the 

user. 

After creating the model by using the assembly editor, some statistics should be 

added.  This is done by choosing the appropriate statistical function from the “Property 

Change Listener” section of the assembly editor. 

The simplest property change listener is “Simple Property Dumper.”  This listener 

lists the state variable changes in the components that it is connected to by a connector 

(the pitchfork-like button on the top section) and writes them on the screen. 

There are also some other statistics features of Viskit.  These are 

“CollectionSizeTimeVaryingStats,” “SimpleStatsTally,” and “SimpleStatsTimeVarying.”  

These are used for getting count or mean statistics from the containers (“LinkedLists,” 

etc.) or state variables. 

Next chapter will present the event graphs of the system and their descriptions.  
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III. MODEL EVENT GRAPHS AND DESCRIPTIONS 

Now that the basics of event-graph modeling have been explained, details about 

the computer repair model can be provided.  We begin with a very brief description of the 

system, followed by explanations of assumption that were accepted before the modeling 

process began. With the assumptions in mind, event graphs and their roles in the model, 

and finally the assembly created using the Viskit simulation program, will be explained. 

A. ASSUMPTIONS 

1. In this thesis, two types of personnel are created: experienced and 

inexperienced. However, personnel expertise may be more complex in real-life 

conditions. 

2. When personnel must travel to get to failure locations, they are assigned 

cars to drive.  Cars are considered to be up and ready all the time in this model; that is, 

car failures are not taken into consideration. 

3. Personnel are assigned to the failures on a one-for-one failure basis.  Some 

tasks may require more than one person in real life.  

4. There is no limitation for answering the phone calls.  If there are available 

personnel, a call is answered.  In reality, this may be limited by the number of the 

telephones in the center. 

5. As mentioned earlier, cars are the only type of vehicle used for 

transportation purposes.  Although many bases provide a ring system that includes buses 

that tour the base on a regular schedule, this capability is not included in our model.  

6. The only resource consuming events in this model are associated with 

personnel attending training courses or taking vacation leave.  Other resource-consuming 

events are not included.  

7. Experienced personnel are assigned to repair jobs whenever possible.  

Inexperienced personnel are used only if all the experienced personnel are either away 

from the base or busy assisting other customers.   
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B. MODEL EVENT GRAPHS 

All parts of the model used to run the simulation and obtain results are explained 

in detail in this section. 

The first four classes are created in Netbeans using Simkit and integrated into 

Viskit as a Jar file.  This feature of Viskit is very useful for the simulation parts that 

cannot be generated or are hard to generate in Viskit. 

1. Server Entity 

In a base, computer and network failure maintenance and repair jobs are 

performed by computer system specialists.  These specialists are NCOs in the Turkish Air 

Force.  These NCOs are generally chosen from among the graduates of business high 

schools.  After being chosen, they get a two-year education, which includes both military 

and computer training.  After this two-year period, they graduate and are assigned to 

bases all over Turkey.  Thereafter, they are sent to various follow-on courses to adapt to 

new technologies and to increase their excellence. 

Therefore, their experience levels may change based on their background and 

their own efforts.  The experience level affects service and inspection times when they 

are assigned to a maintenance job or a failure. 

Hence, to deal with this experience issue, two kinds of personnel are used in the 

simulation—experienced and inexperienced. 

This differentiation is made by using Java enums.  Enums types are useful for 

creating a fixed set of constants, such as compass directions (NORTH, SOUTH, EAST, 

and WEST) (The Java Tutorials n.d.). 

In this class, two entities, EXPERIENCED and INEXPERIENCED, are created.  

Also, these types have the features of the Simkit Entity class.  

2. Server Comparator 

As its name suggests, this class is used to compare server entities. Experienced 

personnel were assigned to the requesters in first place if there was availability. 
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3. Times 

This class is created to handle all the times used in the simulation.  Most of the 

components (graphs or classes) need to use similar time values through the course of the 

simulation.  That is why a separate time class is created.  If a component requires a time 

value, it may get it by creating an instance of the times class and getting the appropriate 

time by using the field variable obtained.  A brief description of each time class is given 

below. 

a. Service Times  

This is a Simkit RandomVariate variable, which is different from the 

regular variables, such as double or integer.  These variables get their values based on a 

distribution like “Exponential” or “Gamma.”  Simply, to handle the required parameters 

for these distributions, time values should be obtained for a period of time and the 

distribution type and its value (e.g., mean) should be obtained. 

The service times are different for different experience types.  

b. Inspection Times  

InspectionTimes account for the time that an individual uses to determine 

the type of failure and the parts needed to repair it.  These times are also RandomVariate 

variables, and are obtained in a similar way as explained above in ServiceTimes. 

There is also a difference between experienced and inexperienced 

personnel in terms of times spent on inspection. 

c. Phone and Remote Access Time  

When a user experiences a problem with his computer, the first thing he 

does is to call the computer center and consult a specialist about the problem by phone. 

This may be helpful, and end up with the computer repaired either by 

phone or by remotely accessing the computer.  Specialists ask questions to understand the 

problem and give directions or, if there is not a problem with the network connection, 

may connect to the computer remotely. 
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d. Times to Get to Site and Come Back to Center  

These times are implemented to simulate the transportation delay 

experienced in getting to a failure location and coming back to computer center after 

finishing the job at the failure site. 

e. Small Failure Repair Time  

Sometimes users call the computer center with a failure due to a lack of 

basic computer and networking knowledge that they may be able to repair themselves.  

At these times, repairing the problem does not take much time.  Therefore, another 

ServiceTimes value is implemented to deal with small failures.  This time is same for all 

specialists.  

f. Logistic Delay 

This time accounts for logistics delays arising from shortages of computer 

or network parts for repair.  At times like these, the supply section acquires the needed 

parts from the market.  Therefore, this causes some logistic delays. 

g. Course Times 

As mentioned earlier, from time to time, personnel attend various training 

and educational courses to increase their expertise and also adapt to the new technologies. 

The durations of these courses depend on the type of the course.     

4. Personnel Server Source 

Like the “times” classes, this class or event graph deals with personnel issues such 

as assigning personnel to the requesting source, receiving personnel back from those 

sources after they are finished, and making the state transitions when these events occur.  

Figure 7 may help understanding this mechanism. 

Personnel are held in a container.  When some source requests personnel (Server 

Source listens to the other classes by a Simkit listener), this class looks at the personnel 

container and available cars, since a car is needed to get to the failure locations far from 

the computer center. If both are available, then the most experienced individual is 

assigned (other classes listen to this class).  If either personnel or car is not available, this 
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class adds the requester source into another container and personnel are assigned when 

they become available.  During this time interval, the requester waits or listens for the 

personnel from the source server class. 

However, all requests do not necessarily require waiting for a car.  For instance, 

when the graph for the “personnel leaves” requests a source, it does not need to check the 

car availability because car availability is just needed for the transportation to the failure 

locations.  If there are personnel in the container, then that entity can be assigned.  This is 

done by using the “property setting and getting” mechanism that is provided within the 

Simkit entities.  Basically, requesting sources carry their car requirement information by 

their assigned property. 

There are some parameters within this class, as well.  These are “total personnel,” 

“total number of cars,” “percentage of experience personnel,” and “rest time” for 

personnel returned from a job.  “Total personnel” shows the number of personnel, given 

as a parameter, and the “experience percentage” is used for calculating the number of 

experienced personnel.  When personnel return from a job (Server Source class listens to 

the other classes by a listener pattern), they rest for some amount of time.  Finally, the 

“total car” parameter shows the number of cars earmarked for the use of the computer 

center. 
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Figure 7. Personnel server 

 

5. Arrival 

An example of the arrival class is shown in Figure 8.  It has a parameter called 

“inter-arrival time.”  This “inter-arrival time” changes depending on the usage of this 

component.  That is, times will be different for computer and network failures. 

 

Figure 8. Arrivals 
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6. Entity Arrival 

This event graph listens to the arrival event graph, and when an arrival event gets 

executed in the event list, it schedules an “EntityArrival” event.  A new entity is created 

when an “EntityArrival” event occurs, and this is passed to the listening graphs as an 

argument. 

 

Figure 9. Entity arrivals 

 

7. Computer Failure Arrival 

This class is connected to the “EntityArrival” class by a Simkit adapter.  Every 

entity arrival event in the “EntityArrival” graph schedules a computer arrival event in this 

class.  Entities are created here when an arrival computer event is executed.  These failure 

entity arrivals are kept in a container until personnel are obtained from the personnel 

server source class.  That is why a “failure arrival” schedules a “request personnel” event. 

As is shown in Figure 10, after receiving personnel by the receive personnel 

event, the decision of whether the problem will be solved over the phone or by remote 

access is made by drawing a random uniform number (0, 1) and comparing it to the given 

probability, that is, only some portion of the problems may be solved by remote access, 

and the systems can’t be solved should be repaired at the failure location or at the 

computer center.  
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In both cases, whether the problem has been solved or not, a time delay that is 

generated by using the times class explained earlier is added to the total time passed since 

the entity was created.  As a reminder, entity creation times are stamped on them when 

they are created. 

 

Figure 10. Computer failure arrivals 

 

8. Problem Unsolved Remotely 

As mentioned earlier, sometimes a computer specialist can resolve a problem 

merely by talking on the phone with the user or remotely accessing the malfunctioning 

computer.  This class listens to the situation in which the problems could not be resolved. 

After receiving the igniting event and not resolving the problem, the computer 

center will either request the user to bring the computer to the center for repair, or send a 

computer specialist to the failure location.  Generally, this decision is made by the 

technician who tried to repair the issue remotely, based on the impression that he 

developed in the unsuccessful repair attempt.   
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As shown in Figure 11, personnel are requested from the personnel server, and 

when the technician is obtained, a “RepairAtSite” event is scheduled by a transportation 

delay. 

 

Figure 11. Remote access 

 

9. Begin Repair at Failure Location 

As is shown in Figure 12, when a repair at location event is heard, an inspection 

event begins instantly and ends after a time is obtained from the times class. 

After inspection, the size of the problem is decided by comparing a random 

uniform number with the probability of a big failure. 

If the failure is small, it is repaired at the failure location by the technician.  If it is 

big, the computer is taken to the computer center and added to the queue for repair. 
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Figure 12. Repair at site 

 

10. Decision for Adding Logistic Delay 

Again, a personnel request is first made from the personnel server.  After 

acquiring a technician via the “Receive Server” event shown in Figure 13, the computer 

is inspected.  After this inspection period, the broken parts are identified and, if there are 

enough parts for repair, there is no need for logistic delay.  Otherwise, a logistic delay 

time will occur.  The need for a logistic delay determination is made by generating a 

random number and comparing it with the probability provided. 
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Figure 13. Decision to add logistic delay 

 

11. Repairing with Logistic Delay 

After deciding that some parts are needed to repair the computer, the assigned 

personnel should be returned to the server immediately.  Because there will be a logistic 

delay, not returning the personnel will affect personnel utilization. Thereafter, another 

personnel request without a car should be done for repairing the failure at the computer 

center (Figure 14). In earlier graphs, car need decisions were done while requesting a 

personnel from the server source.  Thus, when the personnel server gets this source, it 

assigns personnel without considering the car status.  

When a technician is assigned, the repair is ended after the period of time 

obtained from the times class. 
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Figure 14. Repair with logistic delay 

 

12. Repairing without Logistic Delay 

The only difference between this and the previous event graphs is that a logistic 

delay is not added here (Figure 15).  Otherwise, all is the same as before. 

 

 

 

Figure 15. Repair without logistic delay 
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13. Network Failure Arrival 

The logic for network failures is similar to the computer failures explained 

previously. 

After getting a failure event, personnel are requested from the personnel server.  If 

there are available personnel that can be assigned to the source, then the server assigns 

one. Thereafter, “start repair,” “end repair,” and “return server” events are executed. 

 

Figure 16. Network failure arrivals 

 

14. Leave Graph 

When considering “leaves” for vacation, the events until getting the personnel 

from the server are similar to the previous event graphs. 

After obtaining the personnel, it should be decided whether the leave request will 

be approved or not.  That is, if certain conditions are not met, a leave request may not be 

approved and, in that case, the personnel should return to the server immediately. 
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What are these conditions? One of them is that the total personnel on leave should 

not exceed a given threshold.  If this first condition is successfully met, then the 

appropriate personnel properties are checked.  The properties are winter, summer, and 

daily leave tracks.  They are set to zero when the personnel are created at the beginning 

of the simulation with regard to the parameters defined.  Typically, personnel have 10 

days for winter, 20 days for summer, and a changing rate for daily leaves. 

 

Figure 17. Leave graph 

 

15. Course Graph 

As in the “leave graph,” there are also some conditions in this graph that should 

be met to send the personnel to a training course. 

First of all, a total annual number of courses are defined at the beginning of the 

simulation.  That threshold should not be exceeded.  Next, the number of personnel 

taking some kind of course should not exceed a given threshold.  
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If these conditions are met, then the personnel can attend the course and return to 

the server after a length of time obtained from the “times” class. 

 

Figure 18. Course graph 

 

C. MODEL ASSEMBLY AND RUN 

As mentioned previously, after creating event graphs (components), these 

components should be connected to each other by the listener or adapter patterns.  

Following creation, the assembly should be run after inputting the appropriate 

parameters. 

Part of the assembly used to run the simulation is shown in Appendix A.  In the 

assembly, there are four arrivals: “computer,” “network,” “leave” and “course.” Only one 

of them will be explained in detail, since the others have similar features. Computer 

failure arrivals are taken into consideration as the example. Entities are created in 

“computer entity” node. This node listens the “computer arrival” node by using a listener 

pattern that connects those two nodes. “Computer graph” is connected to “computer 

entity” node with an adapter pattern to be aware of created entities and doing the 

following jobs. “Computer graph” is also connected to “server source” with three 
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adapters that are used for personnel request, receiving the assigned personnel, and 

returning the personnel back to personnel server source, respectively. 

After describing the event graphs and the assembly, the next chapter will describe 

how to design the experiment in order to collect data for output analysis. 
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IV. DESIGN OF EXPERIMENTS 

This next section defines fifteen input factors of interest for the computer center.  

These factors are anticipated to influence the measures of effectiveness described in 

Section B.  In Section C, the benefits of using an efficient experimental design are 

explained.  In the final sections, we describe the design (i.e., systematic combinations of 

input factor settings) used to run the simulation experiment, and discuss the need for 

replicating the design points.   

A. INPUT FACTORS 

Fifteen input factors, which will next be described in detail, are varied 

systematically to obtain insights into the computer repair facility staffing process. The 

minimum and maximum values of the parameters are based on the information obtained 

from a Turkish Air Force Jet Base Computer Center for some factors and on the 

experience of the author for some others. 

1. Experienced and Inexperienced Personnel’s Service Times 

These two input factors are used to measure the effects of experienced and 

inexperienced personnel on the Measure of Effectiveness (MOE) values. As it is known, 

the triangular distribution has minimum, maximum and a mode value. These times were 

considered as the minimum and maximum. In other words, these values stay constant 

whereas the mode value changes between these minimum and maximum values based on 

the design of experiment.  

a. Experienced Personnel Service Time  

(1) Minimum: 1 hour 

(2) Maximum: 2 hours 

b. Inexperienced Personnel Service Time 

(1) Minimum: 1.5 hours 

(2) Maximum: 3 hours 
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2. Experienced and Inexperienced Personnel’s Inspection Times 

These two factors are similar to service times but used for the inspection period. 

a. Experienced Personnel Inspection Time  

(1) Minimum: 30 minutes 

(2) Maximum: 45 minutes 

b. Inexperienced Personnel Inspection Time  

(1) Minimum: 48 minutes 

(2) Maximum: 84 minutes 

3. Small Failure Repair Time  

When a computer specialist goes to a failure location, he decides whether a 

problem is a big or a small one.  If it is decided that the problem is small and can be 

repaired at the site, then it is repaired with the delay that is generated from this variable.  

There is no difference between experienced and inexperienced personnel for this 

time factor. These times were considered as the minimum and maximum values of the 

triangular distribution. In other words, these values stay constant whereas the mode value 

changes between these minimum and maximum values based on the design of 

experiment.  

a. Minimum: 18 minutes 

b. Maximum: 60 minutes 

4. Logistic Delay Time Mean and Delay Probability 

This factor is used when the repair cannot be made because parts are lacking.  

This is decided by a probability defined in the simulation.  If a logistic delay is identified, 

then the repair process is delayed for a period of time. These time values were considered 

as the minimum and maximum values of the triangular distribution that address a 

possible logistic delay time. Again, these values stay constant whereas the mode value 

changes between these minimum and maximum values based on the design of 

experiment.  
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a. Logistic Delay Time 

(1) Minimum: 4 days  

(2) Maximum: 16 days  

b. Logistic Delay Probability 

(1) Minimum: 0.3 

(2) Maximum: 0.6 

5. The Number of Total Personnel and Experienced Personnel 
Percentage 

The total number of personnel and the percentage of those who are experienced 

are important factors in the simulation.  These two factors are expected to affect time and 

queue waiting calculations notably.  

a. Total Personnel 

(1) Minimum: 9 personnel 

(2) Maximum: 15 personnel 

b. Experienced Percentage 

(1) Minimum: 0.3 

(2) Maximum: 0.8 

6. Total Number of Cars 

Cars are used for transporting the computer specialists to the failure locations.  

Most of the delays may occur due to a lack of cars, even if there are personnel on hand to 

assign a job.  

a. Minimum: 1 car 

b. Maximum: 3 cars 

7. The Probability of Solving the Problem by Phone or Remote Access 

Internet service providers tend to connect customers’ computers to solve the 

Internet connection issues before taking another action. Similar to that, a user in one of 
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the sites on a Turkish Air Force base calls the computer center to consult about the 

problem when he gets a failure.  This is the first step of the repair process, and some 

problems can be solved by talking on the phone or remotely accessing the computer or 

network.  

a. Minimum: 0.3 

b. Maximum: 0.6 

8. Computer and Network Failure Arrivals 

These two failure arrivals are also chosen to be an input factor.  The first one 

represents a computer failure and the second one represents network failure arrivals. 

These values show the inter-arrival times between failures. Therefore, larger values are 

better.  The distributions of both types of inter-arrival times are modeled as exponential 

distribution. 

a. Computer Failure Arrivals (Mean) 

(1) Minimum: 3 hours 

(2) Maximum: 7 hours 

b. Network Failure Arrivals (Mean) 

(1) Minimum: 8 hours 

(2) Maximum: 15 hours 

9. Minimum Required Personnel on Base 

This parameter is used to decide whether to give daily leave permission to 

personnel.  This is an important parameter because in real-time conditions, commanders 

may not permit personnel to take leave if the number of personnel is under a given 

threshold.  Note that both these numbers are far less than the minimum staff for the 

center. 

a. Minimum: 2 personnel 

b. Maximum: 5 personnel 
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10. Total Daily Leave 

This is regular leave given to personnel.  It is highly dependent on the job 

intensity at a site.  Thus, it may change from site to site.    

a. Minimum: 9 days per person per year 

b. Maximum: 15 days per person per year 

B. PERFORMANCE MEASURES 

1. Mean Delay Time in System 

When an entity is created during the simulation, its creation time is stamped and 

carried over wherever it goes.  After an entity gets repaired in some way during the 

simulation, the time passed until that time is calculated.  This time value shows the delay 

in the system.  This value should be short for a system to be effective and return the down 

system to the user in short time.  

2. Mean Number in the Queue 

This MOE shows the mean of failures waiting in the queues across the simulation.  

This is also an important measure since short queue lengths are also desirable. 

C. NEARLY ORTHAGONAL LATIN HYPERCUBE (NOLH) 

A successful analysis requires an effective experimental design to get the 

maximum benefit from the simulation runs (Sanchez, 2009).  Within the many available 

experimental design options, the factorial design may be the most familiar one. 

A 2k design is a factorial design, where 2 shows the number of levels for each of 

the k input factors during the experiment, and the number of design points is N = 2k.  

Generally, levels are represented as on or off, low and high (Sanchez, 2008).  Figure 19 

shows an example of 22  factorial design.  Here the number of the design points is 

calculated as 22N  .  Therefore, for this design, there are four design points. 
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Figure 19. A representative 22 factorial design 

 

There are many useful sides of factorial design, like being easy to build, being 

orthogonal, and allowing the researchers to inspect and determine the main effects and 

the interactions between them. 

However, it may be inefficient or impossible for some cases, as is shown in Table 

1.  The number of design points grows exponentially with the increasing factors.  

Moreover, it does not represent or explain what happens at interior points; it only deals 

with the corners as it is shown in Figure 19.  To increase the coverage, the number of 

levels of the factors can be increased from 2.  But this causes the number of design points 

to grow even more dramatically. 
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Table 1. Required design point numbers for various factors in 22 factorial 
design 

 

Therefore, using the NOLH design developed by Cioppa and Lucas (2007) may 

decrease the negative effects of other designs while preserving the positive features, as 

explained below (Cioppa & Lucas, 2007). 

Some of the advantages of NOLH design are: 

 Efficiency, 

 Space-filling feature, 

 Design and analysis flexibility. 

Efficiency means that they require far fewer design points than many other 

experimental designs, as can be seen by comparing the numbers shown in Table 2 (for the 

NOLH designs) to the numbers in Table 1 (for the 2k factorial designs). 
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Table 2. Required design point numbers for various factors in NOLH design 

 

D. DESIGN POINTS 

Since NOLH design provides a very efficient experimental design, it was used to 

design the experiment.  For the 15 input factors, an NOLH requires 65 design points.  But 

for capturing more data and getting more precise results, this number of design points can 

be essentially doubled by combining two NOLH designs. The second design is 

constructed from the base design by changing columns of factors in the NOLH 

spreadsheet, and the designs are stacked. As a result, 129 design points (the middle 

design point is the same for both designs so one of them is removed) are used as inputs 

the simulation. 

To illustrate the space-filling property of the NOLH design, a scatter-plot matrix 

showing the pairwise projections of some of the input factors is shown in Figure 20.  As 

seen from the figure, this NOLH design is notably good at filling the space and 

representing many combinations of input factor settings—particularly for the continuous 

factors. The input factor minimum and maximum values and the design points obtained 

from the NOLH spreadsheet (Sanchez, 2005) is presented in Appendix B. 
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Figure 20. Scatter-plot matrix 

 

 

 

 



 44

E. SCENARIO REPLICATION 

Replication is a must to deal with the stochastic characteristics of the model.  The 

simulation cannot be run with just one replication unless the analyst is willing to make 

the assumption that the variability in the response is constant across all design points—an 

assumption that is clearly inappropriate for queuing systems.  The output will change 

with each replication because of the different values obtained from the random number 

generator. Therefore, the simulation should be replicated by using the same design points 

many times to identify important factors better, and to quantify the variability in the 

responses. 

In this simulation, 100 replications were used for each design point.  Therefore, 

the simulation was run 12,900 (129 design points * 100 replications) times.   

Now that the experimental design has been created, the next chapter presents the 

results of the analysis. 
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V. ANALYSIS AND RESULTS 

This chapter explains the results obtained from the simulation runs.  Here are the 

key elements that were used in the simulation. 

 15 input factors, 

 2 measures of effectiveness, 

 129 design points for 15 input factors, 

 100 replications, 

 12,900 simulation runs. 

For the analysis part, the interactive, comprehensive, and highly visual statistical 

software, JMP 7.0, was used (SAS Institute Inc., 2007). 

Several different models of the input/output relationships were fit using this 

software.  A few are presented below, namely, the linear multiple regression analysis 

without interactions between the factors, regression with two-way interaction terms and 

quadratic effects, and finally non-parametric models called partition trees.  

A. REGRESSION ANALYSIS 

In this section, the analysis shown below is used to interpret the relationship 

between the input factors and the MOE values: 

 Regression analysis, to explain the relationship stated above,  

 2R  values,  to understand how much variability our factors can explain, 

 Sorted parameters, to understand the importance order of the factors, 

 Residual-by-predicted plot, to check the randomness, 

 Interaction profiler to understand how the input factors interact. 

Note that the regression models are fit using the average results for each design point, 

rather than the raw data, so 2R  represents how much variability in the mean of 100 

replications can be explained by the model.   
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1. Mean Delay Time in System  

a. Without Interactions 

In this model, a stepwise regression analysis was done for the fifteen main 

input factors. The overall p-value of the regression is the probability of obtaining a 

relationship at least as strong as that observed purely by chance, assuming that no 

relationship exists. Typically, a p-value < 0.05 is used to identify “statistical 

significance.”  The p-value of the overall regression analysis for the first MOE, computer 

failures delay in the system, is less than 0.0001.  It can also be seen from the actual-by-

predicted plot in Figure 21. Therefore, it can be said that there is a strong relationship 

between the input variables and the response. 

Furthermore, the 2R  value of 0.84 tells that 84% of the variability in the 

response variable is explained by the model.  Although this is high, the slight curvature 

evident in the graph indicates that an even better regression model may exist. 

 

Figure 21. Actual by predicted plot for mean time in system 

 

JMP also provides some other useful graphs to interpret the results.  For 

example, it sorts the parameters by their importance.  There are seven input factors that 
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affect the output at the 0.95 confidence level.  By looking at the chart in Figure 22, users 

can understand how important an input factor is to the result.  

 

Figure 22. Sorted parameters for mean time in system 

 

The first and fourth most important factors are total number of the cars 

and personnel, respectively.  Coefficients for both of these factors are negative, indicating 

that higher numbers of cars or personnel are associated with lower mean times in the 

system. Having enough cars is important for the repair jobs on a base. Transportation and 

going from one place to another is highly dependent on the number of cars. If there are 

not enough cars, it takes more time to get to the failure location due to waiting time for an 

available car, even if personnel are available to do the repair job. In short, the directions 

of these effects make sense.  

As anticipated, the logistic delay time also has a large impact:  it has the 

second-largest effect on the time in system due to being the biggest delay in the 

simulation. It takes 4–15 days, on average, for the logistics command to acquire the 

needed parts.  Longer logistics delays have a negative impact on the system. 

Another important factor is total daily leave. This parameter has a positive 

impact on the meantime in system, that is, total delay time increases as this factor 

increases.  This factor explains how many excused daily leaves a technician can get for 

one-year period. This daily leave number is a maximum of 15 days per year, but usage is 

optional and highly dependent on the commander and the workload of the unit that the 

personnel belong to. It may also change from one unit to another.  
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Also, arrival rates for computer and network failures both play important 

roles on the delay time. Both of these factors show the inter-arrival times. Therefore, they 

have a negative impact on the MOE. The total time in system decreases when the inter-

arrival time increases. 

The first step taken when a problem emerges is calling the computer 

center and talking to a specialist to determine whether the problem is something that can 

be solved by giving instructions over the phone or by remote access.  If the problem 

cannot be solved after this stage, then either the computer can be called to the center or 

personnel can be sent to repair the failure on site.  Therefore, the probability of not 

solving the problem at this stage increases the total time in system. For such problems, 

both personnel and car availability become important. 

Figure 23 presents the residual-by-predicted plot. As it is seen from the 

figure, there is a slight curvature in the plot. This may be due to the need for a more 

complex model that includes some interactions and quadratic effects. Therefore, both 

interactions and quadratic effects will be added, respectively, and the results will be 

discussed in the following section. 

 

Figure 23. Residual-by-predicted plot for mean time in system 
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b. With Interactions  

As the first step, two-way interactions are added to the model to attempt to 

solve the slight curvature problem in Figure 23.  The regression model was fit by using 

stepwise regression, resulting in a model with eight significant main effects and eight 

interactions.  

The model improved substantially and fit better after adding the two-way 

interaction for the selected main factors. Now there is less curvature in the residual-by-

predicted plot as it is shown in the Figure 24.  The p-value is still low and 0.0001. And it 

shows that there is a linear relationship between input factors and response variable. 

Furthermore, there is a noticeable increase in the 2R  value. It became 0.89 by an increase 

of 0.05. This means that 89% of the variability is explained by the model terms.  

When the sorted parameters are inspected for both regressions, it can be 

realized that the important main factors are almost the same as the results obtained from 

the regression without interactions. However, since there are also some important 

interactions, the interaction profiler plot will now be examined to understand the 

interactions between the input factors better. 
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Figure 24. Regression analysis of mean time in system with the interactions 
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Figure 25 shows the interaction profiler. That graph shows the interaction 

between the input factors and their effects on changing situations. 

The first remarkable interaction is the one between the logistic delay 

probability and computer arrival. For the logistic delay of 32 hours, an increase in the 

inter-arrival time for the computer failures does not change the mean time in the system. 

However, mean time in system dramatically decreases with the increase of inter-arrival 

time for the 130 hours of logistic delay time. This effect is very normal because when 

inter-arrival time is low (that is, failures arrive more frequently) and logistic delay time is 

high, part consumption increases. 

Another interesting interaction is between the total number of cars and 

personnel. If there is only one car present for the personnel to use to get to repair 

locations, then the mean time in system is almost the same for both 8 and 15 personnel. 

The importance of personnel on the meantime in system becomes clear when the number 

of car increases to 3. As it can be seen from the profiler plot, the mean time is lower for 

15 personnel at the level of 3 cars.   

Another noteworthy interaction is between the probability of logistic delay 

and total daily leave. Here, total daily leave shows the number of days of excused leave 

each personnel is allowed. As it is mentioned earlier, personnel can use all of the optional 

15 days of excused leave only at the discretion of the commander of that unit. As it is 

seen from the plot, there is no effect of the daily leave number on the mean delay time 

when the logistic delay probability is 0.3, that is, low. However, it becomes important 

when the logistic delay probability increases. 
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Figure 25. Interaction Profiler for mean time in system with interactions 
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c. With Interactions and Quadratic Effects 

This time, both interactions and quadratic effects associated with the seven 

important factors are considered, and the model is created by using stepwise regression. 

The p-value is still 0.0001, which shows a significant relationship between the input 

factors and the response variable.  The 2R  value increased from 0.89 to 0.95 by adding 

the quadratic effects (Figure 26). Thus, this model explains more variability in the 

response variable.  Moreover, no pattern is observed from the residual-by-predicted 

plot—the two quadratic effects included in the model account for the curvature seen 

earlier.  Note that the model could be simplified further by removing the three non-

significant interaction terms; the non-significant main effect should remain in the model 

because this factor appears in some significant interactions. 
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Figure 26. Regression analysis for mean time in system with interactions and 
quadratic effects 
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As seen from the Figure 27, the total number of cars has the most 

significant quadratic effect. It has a negative slope, and its slope between 1 and 2 is 

higher than the one between 2 and 3. Thus, the change in the mean time in system gets 

higher when we change the value of the number of cars between 1 and 2. 

 

 

Figure 27. Interaction profiler for mean time in system with interactions and 
quadratic effects 
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2. Mean Number of Failures Waiting in the Queue 

a. Without Interactions 

The p-value is small and the 2R  value is 0.95.  The 2R  value of 95 

percent is good enough to explain most of the variability in the response variable. 

When the residual-by-predicted plot is observed in Figure 28, it can be 

seen that there is no particular pattern. 

There are only five important input factors in this model.  Again, the 

number of cars and personnel have beneficial effects on the MOE.  The total number of 

cars parameter’s coefficient is the biggest of all.  Thus, it has the maximum contribution 

on predictions. 
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Figure 28. Regression analysis for mean number of failures in queue  

 

b. With Interactions 

Adding interaction increased the 2R  value from 0.95 to 0.97.  Therefore, it 

did not add much in explaining the response variable.  On the contrary, it increased the 

complexity of the model.  For this reason, it is not necessary to add the interactions to the 

model.  

There is no pattern in the residual-by-predicted plot, as shown in Figure 

29. 
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Figure 29. Regression analysis for mean number of failures in queue with 
interactions  

 

 

 



 59

B. REGRESSION TREES 

Regression trees (sometimes called classification or partition trees) are another 

useful way of analyzing classification and regression problems. They are constructed 

using if-then statements; therefore understanding the interactions between the input 

factors is often easier when compared to regression analysis. Moreover, the threshold 

values provided by the regression tree analysis may provide better insight about “good” 

and “best” combinations of settings for the input factors than regression analysis. 

Therefore, regression analysis is good for understanding the important factors and how 

they contribute to explaining the response variable, while regression trees are good for 

giving actual numbers by providing the effects of those threshold values on the response 

variable. 

Now the partition trees for both mean numbers of failed systems in the queue and 

meantime in system for those failed systems will be explained.  JMP gives the user the 

freedom of choosing the number of splits.  The user can see the increase in the R2 value 

and decide whether further splits are necessary or not. 

In the first partition tree, a 0.804 R2 value is obtained in five splits; six or more 

splits do not add substantive increases to the R2 value other than complicating the 

analysis.  Different combinations may be observed when Figure 30 is inspected. For 

example, the most important factor is total number of cars. This factor was also important 

after the regression analysis, but now we can see its impacts on the response variable for 

under and above certain threshold values.  For instance, when there are less than two cars, 

then the mean queue gets higher than 24 failed systems in queue. This is a high number 

of failed systems to wait in the queue. Therefore, it is necessary to have two or more cars 

to make the mean queue number reasonable. The mean can be decreased to 

approximately three failed systems, provided that there are more than three cars. 

However, if there are exactly two cars, it will be necessary to control the computer failure 

inter-arrival times. Actually, this is a hard factor to control. However, there are some  

solutions that might increase the computer inter-arrival time. For example, the failure rate 

of the parts may be decreased by acquiring better quality parts, or training the users might 

decrease user-related failures.  
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Figure 30. Partition tree for mean number of failures in queue  

In the partition tree for mean time in the system, the R2 value is 0.74 for five 

splits.  Again, the different options can be observed from Figure 31.  For example, if 

there are not more than two cars, then the mean time in the system gets higher than 27 

hours. Logistic delay time is the most important factor after number of cars. Therefore, 

having more than two cars available all the time is necessary to get reasonable time 

values. For example, a 13-hour time in system value can be reached by having more than 
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two cars and a logistic delay time that is less than 96 hours. To make it little better, total 

optional daily leave of personnel may be limited to 13 days. This limitation on the 

personnel daily leave reduces the mean time system to 11 hours. 

 

Figure 31. Partition tree for mean waiting time in system 

 

The regression and regression tree analysis were done to understand the effects of 

the input factors on the response variables: mean time in system, and mean down systems 

in the queue. As the result of the analysis, several factors were determined to be 



 62

important. The most important factor is the number of the cars.  As mentioned earlier, 

cars are used to get the computer specialists to the failure locations. If the number of cars 

is not enough, then personnel must wait for the next available car. Therefore, the first 

action taken to improve the computer center’s performance may be increasing the number 

of cars to a reasonable level. The importance of regression tree may be understood here, 

because the result of that analysis gave us the threshold value for number of cars. It 

should be three or more for better results.  Since three is the maximum number of cars in 

our experiment, this suggests that increasing the number further might be even more 

beneficial.  This could be assessed after running another experiment. 

Even though the total number of personnel did not appear in splits in the 

regression tree analysis, it did show up as an important factor in the results of the 

stepwise regression analysis. The number of experienced personnel (decided by the 

experience percentage) was expected to be an important factor at the beginning of the 

simulation; however, it was not included in either the regression analysis or the 

regression tree. This may be due to not including the situations where experience would 

be really important for resolving the issue in short times. For example, an out-of-the-

ordinary network or computer system failure may be an example of this situation. 

Therefore, every personnel either experienced or inexperienced may be good at repairing 

the regular failures for which the repair steps are well known. 

Also, the inter-arrival time for computer and network arrivals are significant. As it 

is mentioned earlier, these factors may be hard to control. However, it is not impossible 

to control them. For example, these values can be increased by acquiring high quality 

components. Furthermore, giving training to the users about how to use the systems more 

efficiently may affect the inter-arrival times.  

Logistic delay time is another important factor, especially for the mean time in 

system. This delay occurs due to lacking in parts to repair the systems. It can be thought 

that acquiring more parts and making them ready for use all the time may solve this 

problem. Indeed, this is one possible solution to this logistic delay problem, but logistic 

command does not want to buy more parts than needed. The reason for this is the parts  
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quickly become outdated as computer technology develops. Therefore, it becomes 

important to decide the part needs for a one-year period. This can be accomplished by 

adding another module to this study.   

Even though the parameters used in this thesis mostly depend on real data, the 

assumptions in Chapter III should be assessed before using this study to take actions for 

the computer specialist NCOs’ problem in the Turkish Air Force bases.  It may also be 

good to update the time distributions and other parameters based on real data obtained 

from a specific base.  
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VI. CONCLUSIONS 

In this thesis, a simulation tool to address the duties of the computer specialist 

NCOs on a base was designed.  The main idea was to show that personnel increase is not 

the only solution for problems in a system.  The handling of network and computer jobs 

in a Turkish Air Force Base proved this point.  This study also identified those factors 

that have the most significant effects on the computer specialist’s jobs, assuming that the 

assumptions and distributions in the simulation capture the essential characteristics of the 

real system.  However, as it is stated earlier, there may be a need to update the time and 

other distribution values to obtain the most recent parameters and thus to get more 

accurate results before using this study for further analysis.  

The methodologies used in this work were event graphs and discrete-event 

simulation techniques; the simulation tools, Simkit and Viskit; NOLH for an effective 

design; and, finally, the statistical analysis software, JMP, to make the analysis. 

At the beginning of the study, 15 input factors were determined to be of interest.  

These factors were explained in detail in Chapter IV.  After the simulation experiment 

was run and the analysis was conducted by using the JMP program, the importance of 

these factors in explaining our MOEs was revealed.  Not all of the factors are equally 

important. 

Generally, over the range of input factor levels for this experiment, the key 

determinants of performance are the number of personnel and the availability of cars; 

total daily leave; means of network and computer arrivals; and the logistic delay time.  

How these factors affect the MOEs is shown and explained in the analysis chapter.  The 

personnel were divided in two groups—experienced or inexperienced—based on the 

experience percentage defined in the design.  Experience level was expected to be more 

important than it turned out to be at the end of the simulation.  However, it did not have a 

significant effect on either of the MOEs.  The reason for this may be that the time values 

which differentiate the experienced and inexperienced personnel from each other are too 

close to one another.  Therefore, they did not have an effect on the MOEs.  Alternatively, 



 66

there may be some situations that were not integrated into the simulation that truly would 

require more experience and knowledge to understand and solve quickly.  Hence, we 

cannot conclude that experience level is not an important factor—this finding may be 

valid for only this model. 

The results do show that increasing the staff is not the only solution for this 

particular research. There are some other factors that can be played with to decrease the 

mean number in queue and time in the system.  Moreover, the Turkish Air Force can take 

this thesis as a basis to solve the personnel lacking issues in Air Force Base Computer 

Centers. As mentioned earlier, increasing the number of personnel is not the only solution 

for improvement. There are also some other factors that play a critical role on solving the 

staff problem. For instance, the number of cars is a key factor and has great effect on 

MOEs. Increasing the reliability and quality of computer and network systems and parts 

can decrease the number of failures and may result in less need for personnel for repairs. 

Logistic delay time can be decreased by acquiring more parts for repairs, although this 

.may not be cost effective since parts may easily be outdated because of developing 

computer technology. Therefore, another study should be made to decide the number of 

needed parts to fix most of the problems over one year period. Another factor is the 

probability of solving the problem remotely. This can potentially be improved by sending 

personnel to courses to increase their experience level, resulting in a workforce capable 

of solving more problems by connecting to the malfunctioning system remotely.  Finally, 

not allowing personnel to use all of the optional 15 days of daily excuse may be 

considered as another option, and can be applied if needed.  

Identifying effective factors and showing how they can help solve the problem is 

explained above, and the same approach can be used if different factor ranges or 

distributions are of interest, or if the model is enhanced to relax or remove some of the 

assumptions. However, a trade-off study for the different setups of the input factors may 

be done as a future study to this thesis before taking some action. The experimental 

design can be used to identify promising alternatives, but the costs of these alternatives 

should be compared to come up with the best solution. 
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APPENDIX A:  THESIS ASSEMBLY 
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APPENDIX B:  EXPERIMENTAL DESIGN 
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